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The Evolution of GenAI
Novel innovations from disruptive technologies, for instance web apps, mobile apps, 

SaaS, blockchain, Internet of things (IoT), and augmented reality (AR) and now GenAI, 

spark excitement, enthusiasm, and unbridled optimism toward the exponential 

opportunities to change the way we work. In one short year, the evolution of the attack 

surface for GenAI, in addition to the primary use cases, have fundamentally changed 

from using large, publicly hosted large language models (LLMs) to smaller proprietary 

and customized LLMs embedded in applications and open-source software 

components. Last year, the top risk was information leakage into public LLMs; today, it 

is the risk of inaccurate information (hallucinations) feeding business processes 

designed for and reliant upon accurate data.

Defining AI
The exuberance surrounding the possibilities and potential of GenAI generates the 

feeling within enterprises that anything is possible as long as we dive into using GenAI 

anywhere and everywhere. The reality is that, just like disruptive technology innovations 

in the past, there are new risks that must be recognized and managed as part of the 

learning process. A good starting place is a common definition—”definitions” might 

actually be more accurate—of AI.

ANI (Artificial Narrow Intelligence or AI Narrow) denotes goal-oriented or task-

specific versions of AI designed to better perform a single task, such as tracking 

weather updates, facial or speech recognition, or playing games such as poker, 

chess, etc.[1] This type of AI has evolved and matured within enterprises in the past 

decade and includes ML algorithms that permeate business processes in the 

majority of large enterprises.

AGI (Artificial General Intelligence) denotes as-yet unrealized AI tools that will be 

able to function with human-like intelligence, self-teach, and execute tasks they 

were not trained for or intended to perform.

ASI (Artificial Super Intelligence) denotes theoretical tools that will be self-aware 

and have capabilities that exceed human capacity.

[1] Vijay, Kanade, What is Narrow Artificial Intelligence (AI)? Definition, Challenges, and Best Practices for 2022, 
Spiceworks (March 22, 2022) https://www.spiceworks.com/tech/artificial-intelligence/articles/what-is-narrow-ai/
#:~:text=Artificial%20narrow%20intelligence%20(ANI)%20is,as%20poker%2C%20chess%2C%20etc.

#_ftn1
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The graphic below shows where GenAI fits into this scenario.

Figure 1: Generative AI

GenAI is the more recent development of LLMs, many of which are text-based today, 

but are rapidly evolving  into “multimodal” models that include images and audio files in 

their datasets and their output. These models pose significant challenges to artists, 

songwriters, and other content creators and celebrities who are interested in protecting 

their intellectual capital (films, videos, music, etc.). There are specific use cases where 

LLMs shine in creating results quickly, and other use cases where other types of ML 

systems fit nicely.

Governing AI

The key for any enterprise is to identify its potential use cases that have upside 

potential and are worthy of investment capital or expense for development, while also 

defining the appropriate controls required to meet customer and regulator expectations 

in the near future.



This represents a bit of a balancing act for establishing a GenAI governance model, 

which requires expertise from several dimensions/organizations that need to work 

collaboratively to yield favorable results. The graphic below illustrates one approach to 

supporting a GenAI governance model at enterprise scale being implemented today. The 

sections that follow provide details about this approach.
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    The Team

The easiest way to start an AI governance program is to form a cross-functional team 

of decision-makers that will be led by someone with facilitation skills to drive a 

consensus-based decision process resulting in principles for the enterprise.



Because securing GenAI is not merely a technical challenge, but a strategic 

imperative, I recommend that the Chief Information Security Officer (CISO) lead the 

cross-functional team in creating governance principles, policies, and practices 

specific to GenAI governance. It requires meeting facilitation skills to achieve 

consensus from multiple points of view, but the results are more sustainable policies 

and practices. If other leaders demonstrate the ability to drive consensus, then by all 

means encourage them to facilitate meetings.

Figure 2: Generative AI Governance
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Selected participants will likely represent the following disciplines

 Data scienc

 Legal/Privac

 IT architectur

 Cybersecurit

 Customer communication

 Human resource

 Finance


 


Every enterprise is different and how best to invest in innovation using LLMs is not likely 

to be the same from one enterprise to another. The level of additive controls necessary 

to meet governance needs will also vary depending on the characteristics of the use 

cases selected.

    The Structure

Principles are relatively easy to create and provide high-level guidance for 

determining potential use cases and the types of opportunities that are most 

attractive to the enterprise and may be core to a strategic direction. The following list 

presents sample principles.




 The enterprise will never use an LLM to process sensitive customer account 

information

 The enterprise will seek to use LLM capabilities to improve a quality work 

experience for employees doing repetitive and tedious work today

 Accountability for the resilience of systems using LLMs rests with the system 

designers and implementers.
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The next step for the governance team is to come to consensus on policies specific to 

GenAI governance for the enterprise, such as:




 Project teams seeking to use/build/integrate LLMs within systems must prepare a 

use case description that will be fed into the GenAI governance intake process for 

review

 System developers are accountable for the resilience of ML systems and GenAI 

models (private or foundational) in development and production

 GenAI models utilized by enterprise users must have a traceability capability in 

place.

    The Process

Having an intake process implemented enables enterprises to more quickly capitalize 

on innovation, while also providing risk management guidance specific to the use 

case. A use case template is shared with the GenAI intake process and reviewed by 

each governance team member. The members meet weekly to share observations 

and make decisions on whether a use case must include more information, requires 

specific controls, and/or is approved for development. Once use cases are 

implemented, the respective teams capture lessons learned through the process to 

benefit other use cases going forward.


 


Control capabilities must continue to evolve alongside innovative and emerging 

technologies like GenAI, and this approach to implementing GenAI governance is 

important to that end. This approach helps build control capability over time and 

improve governance processes as the understanding of how to deploy the technology 

to ensure the right outcomes matures. Innovation in commercial enterprises offers an 

opportunity to experience small failures, pivot, and redesign, which ultimately results 

in higher quality outcomes over time. Lessons learned by one team/project can be 

quickly applied to another team that will benefit from the experience, good or bad.



One of the opportunities offered by GenAI capabilities that enterprises can take 


advantage of is to deploy products embedded with LLMs, which reduces the need for


highly skilled labor to staff a Security Operations Center (SOC) or Identity and Access 

Management (IAM) operations center while significantly improving outcomes. AI/ML 

systems do this today and cybersecurity teams will have more and better choices
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    The Controls

Here are a few general thoughts for CISOs to consider regarding control design specific 

to GenAI governance. Several CISOs have told me that there is nothing special about 

GenAI that can’t be handled with conventional and well-established cybersecurity 

control frameworks. I believe this is fundamentally wrong. GenAI represents different 

governance challenges from ML models or cloud infrastructure as a service, and to 

believe that existing controls are sufficient to meet these challenges at enterprise scale 

is too narrow a viewpoint.

    Observability and Traceability

Once an enterprise has aligned on principles, a few policies, and an intake process 

for use cases, the next step is to address the need for traceability/observability. 

This essentially means capturing log files showing how LLM access is in place for 

different use cases and types of models (foundation models vs. proprietary or 

private models). The log files can be integrated into a Security Event and Incident 

Management (SEIM) platform, a data lake, or be part of a selected governance 

platform acquired for LLM use cases.


 


Observability is foundational to understanding the evolution of use cases and 

responding to the evolution of regulatory requirements at multiple levels (local, 

state, country, industry, global). Enterprises can purchase a platform designed 

specifically for traceability and require it to be a front-end to LLM usage options, or 

enterprises can modify existing data loss prevention (DLP) platforms to control 

access to foundation models and SaaS applications that use LLMs. The key is for 

the enterprise to understand how people are getting access to LLMs, how they are 

using that access, and, ultimately, how to enforce the right level of access 

accountability across an enterprise.

available to them as products evolve to deploy GenAI-enabled capabilities to protect 

the enterprise more efficiently.

    Vendor Interactions

Every enterprise will have some sort of third-party governance controls in place 

when using vendors for services and products, but the likelihood that these 

controls are sufficient for GenAI is very low. The specific focus should be on how
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    Software Development/DevOps

Enterprises that build and acquire software components today for their own use or 

to create commercial software have implemented techniques to control the 

software development pipeline, understand what open standard software 

components are in use, and ultimately create a software bill of materials (SBOM) to 

manage the risk of security vulnerabilities in any of the software components. 

There are a few software pipeline management tools that can identify software 

components using LLMs today, providing the enterprise an opportunity to add 

enforceable observability into the software build process. The vast majority of 

enterprises will need to add this capability to the build process in the near future. 

Software developers that use a code repository for managing the components they 

integrate have lots of choices via the repository to select and use LLMs, as shown 

below in the image of a GitHub repository:

SaaS applications are selected and licensed for enterprise users. Adding a control to 

identify the use of LLMs embedded in the SaaS applications is the first step to enabling 

traceability. Commercial products providing third-party governance today may offer a 

way to identify LLMs within SaaS applications and enterprises using these products 

should request this feature if it is not provided. At a minimum, knowing an LLM is in use 

and knowing the number of its users provides the enterprise with a foundation for 

building effective controls. 

Figure 3: GitHub Repository
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Figure 4: Hugging Face Model Directory

Web sites such as Hugging Face, shown below, provide developers with access to 

hundreds of special-purpose LLMs and other open-source tools and utilities for 

managing the integration of LLMs in applications. The easy and plentiful availability of 

this externally created code increases the organization’s exposure by expanding the 

potential attack surface for cyber criminals wishing to exploit the enterprise's use of 

GenAI for fraud or other purposes.

The software development process today provides a wealth of tools and components 

served up to the DevOps team members to integrate into components that end up in the 

automated build process. Providing instrumentation to the developers to check/verify 

the components for security vulnerabilities is the best method for checking integrity of 

the build process. Fortunately, there are many tool choices available, both proprietary 

and open source, and some that actually use LLMs to protect against the challenges of 

LLMs.


 


The code repositories have a marketplace for exchanging components along with 

websites that offer open-source components, enabling the developer to operate like a 

general contractor building the object of choice with prefabricated materials. Using the 

figure below as an example, presume the red LegoⓇ blocks are LLMs available via 

private and open-source providers and the blue are open-source components. Without 

adequate software security governance models in place to identify the appropriate 

planning, processes, sources, and review or vetting techniques that must be adhered to 

during the development life cycle, developers might well be just reaching into the mix
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Figure 5: LLMs and Open-Source Components

and using the first one that fits their need at the moment. Scaling that disorganized 

approach to an in-house DevOps team would result in unstable, unsecure, and 

untrustworthy models.

Conclusion

The software development process represents a growing part of the enterprise attack 

surface for GenAI uses. Applying the right controls enables the DevOps teams to offer 

the most comprehensive security protection in a sustainable way. In years to come, the 

growth in use of public LLMs will likely diminish and be replaced by special purpose 

LLMs embedded in software available through SaaS products or deployed in enterprise 

applications. Using LLMs in the software development process along with the 

application of products using LLM technology to both protect the enterprise and 

generate code will become the norm.
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